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Exact amplitude-based resummation B.F.L. Ward

1. Introduction

In the 1988 ICHEP-Munich Conference Dinner, Prof. F. Beseadd one of the authors
(BFLW) considered the following question: "How accurat@ exponentiation really be?" Would
it limit or enhance the theoretical precision for a givenelesf exactness, LO, NLO, NNLO, ...,
in the attendant fixed-order perturbative series? At timagtithe context was the precision LEP
physics program so that the focus was the SM EW theory. There two main approaches on the
market: the Jackson-Scharre (JS) approgch [1] and the &émautschi-Suura (YFS) approagh [2],
where the latter was being pursued via MC event generatdradstoy Prof. S. Jadach, one of the
authors (BFLW) and their collaboratorg [3]. One of us (BFLE®yued that with the JS approach
there was a limit to the precision because one assertedhihatverall exponential factor naively
applied to all terms in the cross section when it is cleartthiatis not correct. In the YFS approach,
an exact re-arrangement of the entire perturbative seriggmide, nothing is dropped, and there is
no limit to how precise the result may be. As one can see in MdBysics section of the 1989
Yellow Book [4] edited by Prof. Berends, the discussion dicibsome fruit. Today, an analogous
discussion continues for the SM QCD theory.

To wit, the ATLAS-CMS BEH boson discover][B, 6] has ushemthie era of precision QCD,
whereby we intend precision tags1.0% — a new challenge for both theory and experiment. Our
response is exact amplitude-based resummaf]di‘[7, 8zeshbn an event-by-event basis via par-
ton shower/ME matched MC'’s. This realization gives enhdrprecision for a given level of exact-
ness in the attendant ME.Current realizations are in thevidérs [9] environment in the MC Her-
wiri1.031 [Z0](IR-improved DGLAP-CHT11, 12] LO shower MG MC@NLO/Herwiri1.031(IR-
improved NLO shower/ME matched MC) in the MC@NLO framewdf]), in the new IR-
improved DGLAP-CS Pythia8.188 114] presented in Ref, [Bld more recently in MG5_aMC@
NLO/IRI-Pythia8.212((IR-improved NLO shower/ME matché) [L8] in the MG5_aMC@NLO
[L7] framework. From comparisons with the ATLAS, CMS, DO &@BF data [IB[19 2d, 1] in
Ref. [I0], we see that the IR-improved Herwiri1.031 hasdrgtrecision compared to the unim-
proved Herwig6.5 whefn,|, a= ¢, 6_, is in the central region iiZ/y* production and decay to
lepton pairs€,€_. Here, we extend this analysis to the more forward LHCb d2@4ip the regime
2.0<|n,;1 < 4.5 and present a new paradigm for the next step in realizingproach to preci-
sion QCD theory.

The discussion is organized as follows. In the next sectiom,give a brief review of the
parton shower implementation of exact amplitude-baseadhmesation theory. Section 3 shows the
comparisons with LHCb data and brings in the comparisonsdet other approaches and the LHC
data. Section 4 then reviews Field's analy$id [23] of Dxalh at NLO to show the need to resum
the IR limit. Section 5 shows how to tame the respective dfifeg +-functions semi-analytically.
Section 6 brings in the need to define what we mean by predisitre context of our discussion
which is also closed therein.

2. Review of Parton Shower | mplementation of Exact Amplitude-Based
Resummation Theory

The master formula in the theory, which applies both to tlsememation of the reduced cross
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section and to that of the evolution of the parton densitiesy be identified as

-~ 1 n d%k;
d0yes = SUMR(QCED) Snm=om J Mi=1 leJl

4
|—|12 1 kszf dy e!y P1+01—P2—CG2—3 kj; =5 K'j,)+Dqcep

3 3
Bmm(kl,...,kn,k',...,m—dpé’z . (2.1)
2 2

whereda,es is either the attendant reduced cross sedtigRs or the attendant differential rate as-
sociated to a DGLAP-C$TLL, [12] kernel involved in the eviolutof the corresponding parton den-
sities {Fj} and where theew (YFS-style [2,[B])non-Abelian residualsBym(ki,- - ., kn; Kj, - . ., K)
haven hard gluons andan hard photons and we show the final state with two hard finabpart
with momentap,, g, specified for a genericf2final state for definiteness. The infrared functions
SUMr(QCED), Dqocep are defined in Refs[][T] §,]24] as follows:

SUMr(QCED) = 2as00B&ep + 20sB38e0

Docep= / d:c,k ( e — O (Kimax — K° )S%CED (2.2)
where the dummy parametfy is such that nothing depends on it and where we have intraduce
Bgcs:ED = B?glcszD +— Ban|szo>
Bg(S:ED = Bnls + ESBBIED
Cep = %SD + 0. (2.3)

Here, the superscripils denotes that the infrared functions are DGLAP-CS syntedsis ex-
plained in Refs.[[25] 24] 7] 8] and the infrared functi@s Ba, S, A= QCD, QED, may be
found in Refs. [R[I3[]7]4._24]. Note that the simultaneousmesation of QED and QCD large IR
effects is exact here. _

Via their shower subtracted analogs, the new non-Abelisiduelsfm , allow rigorous shower/ME
matching. To achieve this i (.1) we make the replacem@4s |

~

B:l,m — Bnm- (2.4)

The Enm have had all effects in the showers associated to the paetsitiés{F;} removed from
them. o

One may see how we make contact betweenfihg and the differential distributions in
MC@NLO as follows. We represent the MC@NLO differentialsg®ection via|ﬂ3]

domcenLo = |:B+V+/(RMC—C)d(DR:| dPg[Auc(0) +/(RMC/B)AMC(kT)dCDR]

+ (R— Rvc)Anc (kr)dPgdPr

where B is Born distribution,V is the regularized virtual contributior© is the corresponding
counter-term required at exact NL®,is the respective exact real emission distribution for ex-
act NLO, Rvyc = Ruc(Pag) is the parton shower real emission distribution so that théa&ov
form factor is

Auc(pr) = el [ @R HMEGER 6(kr (@5 0x) —pr)]
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where as usual it describes the respective no-emissioralpitidia.  The respective Born and real
emission differential phase spaces are denoted®y, A = B, R, respectively. We may note
further that the representation of the differential disttion for MC@NLO in [25) is an explicit
realization of the compensation between real and virtuatrgent soft effects discussed in the
Appendices of Refs[[1] 8] in establishing the validity pfl[efor QCD — all of the terms on the
RHS of (2.b) are infrared finite. Indeed, from comparisorhvw.]) restricted to its QCD aspect
we get the identifications, accurateddas),

L300 = B+ (B/wc(0) /(RMC/B)AMC(kT)deR
2 (2.5)

1& ~
531,0 = R~ Ruc —B&cp
where we defined[13]

B = B(1— 2asTBocp) +V. +/(RMC —C)dog

and we understand here that the DGLAP-CS kerndRsinare to be taken as the IR-improved ones
which we have derived fronj (2.1) Ref§} [T, 8] and realized &isR[10], as we exhibit below. Here
for simplicity of notation the QCD virtual and real infraréahctionsBgcp andéQCD respectively

are written without the superscripts and they are understood to be DGLAP-CS synthesized as
explained in Refs[[7]d, ?4] so that we avoid doubling caumtof effects. We observe that, in
view of (2.5), the way to the extension of frameworks such &@NLO to exact higher orders in

{as, a} is therefore open via oys, m. This way will be taken up elsewhere J16], as will be the
extension of our methods to the POWHEG approgch [26].

A key observation is that the relationship betweenghend the NLO corrections implies that
the theoretical precision tag on the respective crossseuires study of the latter. Additionally,
we are met with the NLO soft and collinear divergence stmgcwihich is regulated by +-functions
summarizing the cancellation of real and virtual effectewrtoes this impact the attendant theo-
retical precision tag? To proceed, we look at the Drell-Yaocpss for the LHCb data to probe a
different regime of the phase space compared to the ATLASCMS data analyzed in Refg. [10].

3. Interplay of IR-Improved DGLAP-CS Theory and NLO Shower/ME Precision:
Comparison with LHCb Data

The LHCb data[[22] oz /y* production and decay to lepton pairs probes the regime where
each lepton pair member satisfie® 2 n < 4.5. This should be compared tg| < 2.4 for the
ATLAS [[L§] data and ton| < 2.1 for the CMS [1P]u* u~ data ande*e~ Z/y* pr spectrum
analyzed in Ref.[[10]. For the CM$ [1@f e~ Z/y* rapidity spectrum analyzed in Ref.J10], one
lepton hadn| < 2.5 and the other haflh| < 4.6. We see that the LHCb data probe in all cases a
new phase space regime compared to what we analyzed in digstn Refs.[[10]. Any complete
treatment of theoretical precision has to address thetgituin the entirety of the phase space
measured at the LHC.

We consider the LHCb resultf J22] on tA¢y* rapidity, @, andpr spectrain turnin Figs. 1-3.

What we see is that MC@NLO/Herwiri1.031 results in theseréiglare good fits to these more
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Figure 1: Comparison with LHCb data: (a), LHCb rapidity data c#&/¢*) production toete™ pairs,
the circular dots are the data, the green(blue) squares @@NLO/HERWIG6.510(PTRMS= 2.2
GeV/c)(MC@NLO/HERWIRI1.031); (b), LHCb rapidity data oZAy*) production to (bareju™u~
pairs, with the same graphical notation as that in (a). Irhb@f and (b), the green triangles are
MC@NLO/HERWIG6.510(PTRMS=0). (In black and white, green = light, blue = dark.) Theseather-
wise untuned theoretical results.

forward data without the need of an ad hocly hard intrinsicin the proton wave function. The
two sets of MC@NLO/Herwig6.5 results, those with and thoghaut a 2.2GeV/c intrinsigy for

the proton constituents, are also good fits to the LHCb datesé& comparisons are in agreement
with our studies of the same rapidity variable in the moreregnegime in Refs[[10]. The respec-
tive x?/d.o.f are 0.746, 0.814, 0.836 for tleee™-Y data, 0.773, 0.555, 0.537 for the u*-Y
data, 1.2, 0.23, 0.35 for th;g’]k data, and 0.789, 0.183, 0.103 for the data, respectively for the
MC@NLO/Herwiri1.031, MC@NLO/Herwig65(PTRMS=0) and MC@®/Herwig65(PTRMS

= 2.2GeV/c) predictions. We see from the results in Figs.the® a proper interpretation of the
data requires control of both the physical and technicatipi@n of the theoretical predictions.

In the connection with precision, we note the discussion®efs. [1D,[27] of the similar
comparisons between the FNAL and LHC data for other calicuiatin the literature[[24, 29, 30].
These comparisons show the need for a theoretical baselalgse for precision studies. For
example, the FEWZ[28] exact NNLO results undershoot theASdata [3}1] ong;; by ~ 10%. To
fromulate the respctive baseline, we turn next to Field'<O\inalysis[[23] of Drell-Yan processes.

4. Field’sAnalysisof Drell-Yan at NLO

To set up the baseline semi-analytical framework for thizakprecision estimates, we look
at the NLO analysis of Drell-Yan processes in Rgf] [23] whigh illustrate here in Fig]4. It is
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Figure 2: Comparison with LHCb data og; for the ™y~ channelin singl&/y* production at the LHC.
The legend (notation) for the plots is the same as in Fig. 1.

LHCb Vector boson P,

- 60< M,,,. < 120, p| > 20, 2.0<In |<4.5
L 1 i
0.1— T DGLAP-CS, PTRMS = 2.2
. T
- n o
B . ®  IRIMp.DGLAP-CS, PTRMS = 0
‘18 B [] DGLAP-CS, PTRMS = 0
£ oo08l-
> L ]
O] | Y
<
o B i
S 0.06— by
<} -
o
X - ——
o L
L
= 004 I
[ %‘%
§
0.02— — =
1 1 1 I 1 1 1 1 l 1 1 1 1 l 1 1 1 1 l 1 1 1 1 I 1
5 10 15 20 25

P, (GeVic)

Figure 3: Comparison with LHCb data opr for the u™u~ channel in singl€ /y* production at the LHC.
The legend (notation) for the plots is the same as in Fig. 1.

shown in eq.(5.5.30) in Ref[ [R3] that

GBI)q(Xa Qz) ZGS(QZ) 2
Goa ) lel+73n In“(1—x) (4.1)

wherer)’Lq (Gp_q) is the respective Drell-Yan(DIS) structure functign][28fa standard type of
notation. No observable data, at LHC or the new FCC, can hase lsehavior, which calls into
guestion what a precision tag could even mean here?
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Figure 4: The ratio of the u-quark probability distribution definedtie Drell-Yan process to that defined
from the R, structure function defined in deep inelastic lepton-nutkeattering as discussed in R [23] at
Q = 10 GeV, where the solid (dashed) curve corresponds to imgdu@xcluding) the total cross section in

the attendant Drell-Yan distribution.

5. Taming +-Functionsin Drell-Yan at NLO and NNLO

With the objective of taming what we see in F[§. 4 afd](4.1),apely our master formula
(1) to the NLO Drell-Yan formula of Refs[ [BE,33](We treate flavor of unit charge for thg*
component only for reasons of pedagogy.) to obtain the IR-ived semi-analytical result

dQ?z 92
11—z
X 6(1—212) [1+yq—7C|:2—+(1—212)(—1+ )

2

1-z, Z%z Inz12)

+2y4(— >
rand > V?Z) quY(zlz)]

[ S

+ @V 0) + G 00))GP () + (143 2)
< YeFves(ie)e [oa(t)0(1— 212) (5 (5 (Fall - 20"

+ 18 (212)/v6) 1}

do2  4na? [ldx, [1dx
/ 1/ axz ) (x2) G2 (%) + (1<—>2)} 2yqFvEs(2yg) (1 — 212) 1

+(1-212)°2%))

(5.1)
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where we have used the notation of Refs] [23,[3, 33] for tie tarrections{ fYY,A=q,G} and
have introduced here

4 s -22 3
as18" () = 2222+ (12720 T2 2201 g g -

+3(A-20 420

and the following exponents and YFS infrared functiByss, already needed for the IR-improvement
of DGLAP-CS theory in Refs[]1] 8:

=Gt =Ty W=t (32
_~ 0s,. 4Cs VG ale, M 1
VG—CGEt—E, oG = ? - (3—5)7

e—CEV

We defineBy = 11— %nf for n¢ active flavors in a standard way ah@w) is Euler's gamma function
of the complex variablev. Note that we have mass factorized [n}5.1) adnd (5.2) as ibiee dy
Ref. [23]. It can be seen immediately that the regimgat-+ 1 is now under control in(5.1): we
now get the behavior such that thé(lm— x) on the RHS of[(4]1) is replaced by

2(1—x)%In(1—x) 2(1—x)%

Yo v

9

and this vanishes fax — 1. This means that the hard correction now has the posgildibe
rigorously comparedxclusively to the data in a meaningful way. The extension[of](5.1) to the
NNLO results in Ref.[[28] 34] is also open. This is under stfii§]. We note that MC@NLO and
POWHEG do not tame the— 1 divergence discussed here, the former swaps NLO emission f
parton shower(PS) emission in the limit and the latter nstéie NLO emission in the first parton
shower emission, and both PS and NLO emissions diverge ifirtiite The two frameworks do
tame thepr — 0 limit by the Sudakov effect.

In Ref. [17], in egs.(2.126)-(2.129), it is noted thatpif= 1+ ¢(as) andA — 0 in IR limits,
precision is preserved by (see R¢f][17] for symbol definijo

dai(j]H) _ (do_i(jNLO,E) _ dai(jMC)> A, anddai(j$> _ dai(jMC)A_'_ ; do_i(jNLQa) _’_do_i(jNLO,E)(l_A).
=St
Our IR-improvement impliea 0 (1—2)*, A = g,G. Such implementation is in progre$s][16].

6. A Matter of Precision

A fundamental issue then obtains: What is the physical pi@t? In the usual approach, one
isolates the scales, renormalization, factorizationw&hnp... , and varies them b}/to f,f ~2
independently, correlatedly, ..., and a matter of tastersntThe precision is taken from attendant
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variations of the observable. On another vig¢w [35], scetesilsl be determined by the dynamics
of the process. Indeed, from Reffs.][36], typicaIIy, we have

Z= Zc kkb TA K (6.1)
= (—A5)"" 1;0 > kK, (6.2)

with Cx = ¢'(1) andb, A process dependent. From R¢f.][37], it follows tHais most probably
asymptotic withZz — Sy = @(as/(mA))N, if Sy is the sum of the first N terms. The error §g ~
a factor< 1 times Sy — Sy_1. We have some experience from LEP|[38].
We consider a known example:
o(ete” — hadrons

R= olete — utu-) (6-3)

2
= Rew[1+ Z Cn < s(Q )> + power corrections (6.4)

where the ¢, are known ton = 4 well enough to be in the PDG Reviejv[39]. We have W8
results {3 ]'Cl =1 ¢ =19857—.115X¢, c3 = —6.63694— 1.20013¢ — .005181% —1.240n,

forn = (< zef@ andc, = —15661+ 18775 —.79747% +.021573 + (17.828— 575 )n, --- . Let
us use these results to explore precision estimate mettmdol

As our “toy case”, we seR = 20 GeV,Rgw = 1, nf = 5. We take QCD througm = (1),2
as the predictions. We take the £ 2 term)+ n = 3 term+ n = 4 term as the missing higher
order correction, respectively. Two methods of estimatimgphysical precision are applied: (A),
varying the scale betwee%Q and XY; (B), using f x then = (1),2 contribution, f ~ % as the
physical precision error.

We have also the following [B9] und€— pr: C1(U3/Q?) = 1, C2(U3/Q?) = Co+ TgCy IN(L3/Q?),

Cs = C3+ (2bpCo 1T+ bycy 12) In(p3/Q?) + baca P In?(ug/Q?), --- . We use these results accord-
ingly.
For NLO= n =1, the QCD correction isgcp = 0.0476. By method (A), the error is
+.0074
A —
(dep) {—.0056

By method (B) itis
A(dqcp) = +0.024
The actual value is

A(8ocp ) (HO) = 0.0014

where HO denotes the higher order correction defined aboweh Bethods give conservative
estimates at NLO.
AtNNLO=n= 2, the QCD correction i8ocp = 0.0508 By method (A), the error is

+.00045

A(Oqen) = {—.0016
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By method (B) itis
A(docp) = +0.0016

The actual value is
A(dqep)(HO) = —0.0018

We see that one of the scale variations has nothing to do hatimissing HO corrections. Method
(B) gives an error that is consistent with those HO correstioThus, the approach embodied in
Refs. [3b[3F] can also be used for error estimation.

Our methodology is then summarized as follows: we use appr@®) to estimate physical
precision; we use semi-analytical baseline vs MC to eséntathnical precision. This is a re-
realization of our LEP/SLC paradigrh [38]. We look forwardtsexploitation. One of us (BFLW)
thanks Prof. W. Lerche for support and hospitality from tHeRN TH Unit while part of this work
was done.
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